Probability of Univariate Random Variables

Random Experiment and its Sample Space

A random experiment is a procedure that can be repeated an infinite
number of times and has a set of possible outcomes. The sample space
S of a certain random experiment is the totality of all its possible
outcomes.

Random Event and its Probability

An random event A is a subset of S, A C S. A can be a null set
() (empty set), proper subset (e.g., a single outcome), or the entire
S. Event A occurs if the outcome s is a member of A, s € A. The
probability of an event A, P(A), is a real-valued function that maps A
to a real number 0 < P(A) < 1. In particular, P(§) =0, P(S) = 1.
Probability Space

The triple of sample space, events and probability is called the proba-
bility space.

Conditional Probability

The conditional probability P(A/B) is the probability that event A will
occur given that event B has already occurred. If event A is independent
of event B, then P(A/B) = P(A).

Intersection and Union of Events

Let A and B be two events defined over S.

— The Intersection of A and B is an event whose outcomes belong
to both A and B, AN B.

P(AnB)=P(A)P(B/A) = P(B)P(A/B)
If A and B are independent, i.e.,
P(A/B) = P(A), and P(B/A)= P(B)

then
P(ANnB)= P(A)P(B)



— The Union of A and B is an event whose outcomes belong to either
Aor B, AUB.

P(AUB)=P(A)+P(B)—P(ANB)
If A and B are mutually exclusive, i.e.,
ANB=10

then
P(AuB)=P(A)+ P(B)
Bayes’ Theorem

Let {A;, (i=1,---,n)} be a set of n events that partition the sample
space S in such a way that

and
ANA; =0 forany i#j

then for any event B C S, we have

_ P(B/A)P(A)
P(Ai/B) = " P(B/A)P(4;)
Proof ( ) (B/A;)P(A;)
P(4,NB)  P(BJA)P(4
PP ==pm = P
but

P(B)=P(BnS)=PBn(JA)=P(J(BN4))=> P(BNA)

=1 =1 =1

Substituting this expression of P(B) into the previous equation, we get
the Bayes’ theorem.



e Random Variables

A random variable X = X (s) is a real-valued function whose domain
is the sample space S. In other words, this function maps every out-
come s € S into a real number X. Random variables X can be either
continuous or discrete.

e Cumulative Distribution Function

The cumulative distribution function of a random variable X is defined
as N
Fx(z)=P(X < x)

and we have
Pla < X <b)=F,(b) — Fy(a)
e Density Function
The density function p(z) of a random variable X is defined by

ie.,

and we have
P(a< X <b) = Fx(b) — Fx(a) = /bp(g)dg

a

and ~
GRS

e Discrete Random Variables

If a random variable X can only take one of a set of finite number of
discrete values {x; ¢ =1,---,n}, then its probability distribution is

and we have



and .
dpi=1
i—1

The cumulative distribution function is
k
Fx(z)=P(X <z)= Y plz:) = pi
T;<T i=1

where the last equation assumes zr; < --- < x, and * = Tj;.

Expectation

The ezpectation or mean value of a random variable X is defined as
p=X=EX) = / xp(z)dz

—00

if X is continuous, or
— A n
p=X=FEX)=> zp
i=1

if X is discrete. (E(X) is the weighted average in this case.)

Variance

The variance of a random variable X is defined as

0t = Var(X) 2 B[(X = n] = [~ (a = p)pla)ds

if X is continuous, or

n

0% = Var(X) £ E[(X = p)*) = Y (@i — n)’p,

i=1
if X is discrete.
The standard deviation of X is defined as

o =/Var(X)

We have
o’ =Var(X) = E[(X —p)? = E[X?—2uX + 1/*]
= FE(X?) = 2uE(X)+ 1?
= B(X?) - p

S



e Normal (Gaussian) Distribution

Random variable X has a normal distribution if its density function is

1 T—p
6_(7)2

pla) = N(z,p,0) = ——

It can be shown that

/oo N(z,p,0)dx =1

and ~

Var(X) = / (x — u)>N(z, p, o)dr = o

e Function of a Random Variable

A function Y = f(X) of a random variable X is also a random variable.
If the density function of X is px (&), the density function of Y can be
found as shown below.

Consider the cumulative distribution function of Y:

F(y) = POV <) = P(F(X) <) £ P(X < f7w)) = [ px()de

where z = /7' (y) can be considered as a dummy variable. Then we
can obtain the density function of YV as:

d dx

py(y) = d_yFY(y) B d%/—moopX(g)dg N le(x)d_y]Ffl(y)

The equation marked by * is based on the assumption that Y = f(X) is
a monotonically increasing function (dy/dx > 0). If it is monotonically
decreasing (dy/dx < 0), we have

Fr(y) = P(Y <y) = PUF(X) <y) = P(X > 7' 0) = [ px(©)de

and



Considering both cases, if Y = f(X) is monotonic, we have

dx

(i) = [ x|

Lf‘l(y)



